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*How difficult it is to ...
ecompile a state of the art about a given topic?
*assess the novelty of a work?
*find experts to review some papers?




........

*The production of scientific literature is
growing at an increased pace

* More conferences, venues, journals, etc.

*New publishing paradigms that
accelerate the process (ex: Open Access)

Articles

* Also: new research topics are continuously
created

PubMed central growth, 2000-2013

(Ware and Mabe, The STM report 2015)
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Most frequent paper title unigrams and bigrams (across various time spans)

Title Unigram
Row Paper-Title-Unigram
1 neural

s task

= learning

4 language

5 word

6 translation
7 machine

8 semantic

9 corpus

10 text

11 semeval

12 analysis

13 model

14 classification
5 models

16 embeddings
17 multi

18 networks
19 data

20 sentiment

< 1980--2019

OK 1K

#papers =

1980-1989

2K

1990-1999 2000--2009
Title Bigrams
Row Paper-Title-Bigram
1 machine translation
2 neural machine
3 neural networks
4 word embeddings
5 semeval 2016
6 neural network
7 sentiment analysis
8 natural language
9 shared task
10 semeval 2018
11 question answering
12 semeval 2017
13 cross lingual
14 named entity
15 social media
16 entity recognition
17 recurrent neural
18 dependency parsing
19 convolutional neural
20 deep learning

2010--2019

0 500

#papers =

2016--2019

Year

2016 2019

aD

#papers (unigr..
10 4,162
H

#papers (bigra..
5 2,095
H

#papers (bigra..

D 617

Elaboration by Saif M. Mohammad on ACL Anthology data




Some (old) problems
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Researchers may use e Ex: different research domain
the same word to refer e [attice in Physics vs. Computer Science

e Ex: different research communities within the same domain

to different tOpiCS e queries in relational databases vs. IR systems

Or they may use
different words to
refer to the same topic

e Ex: reaching the same result in parallel

)

e Meucci’s “teletrofono” vs. G.Bell’s telephone




< > C O & semanticscholar.org/search?isCompact=true&q=transformers&sort=relevance&fos=computer-science w QO 5B e (4

\\‘ - Semantic Scholar Computer Science v (. transformers (X FAQ Contact Sign In Create Free Account

Sheng Liang, Paul Hudak, Michael A. Jones * POPL - 1995 0ol Results by year

We show how a set of building blocks can be used to construct programming language interpreters, and present
implementations of such building blocks capable of supporting many commonly known... (More)

e 56 lill 19 Viewon ACM g6 Cite R Save

o . Programming Languages () ()
Probabilistic Predicate Transformers 1936 2020
Carroll Morgan, Annabelle Mclver, Karen Seidel + ACM Trans. Program. Lang. Syst. - 1996
Probabilistic predicates generalize standard predicates over a state space; with probabilistic predicate transformers one [ This year Last 5 years Last 10 years ]

thus reasons about imperative programs in terms of probabilistic pre- and... (More)

e 18 hll 10 Viewon ACM ¢ Cite I Save

Transformer

Universal Transformers
Mostafa Dehghani, Stephan Gouws, Oriol Vinyals, Jakob Uszkoreit, Lukasz Kaiser * ICLR + 2019

Machine Learning

A transformer is an electrical device that
transfers electrical energy between two or more
circuits through electromagnetic induction.

Recurrent neural networks (RNNs) sequentially process data by updating their state with each new
long been the de facto choice for sequence modeling tasks. However, their... (More)

data point, anc

®5 hli23 B ViewPDFonArXiv g Cite [ Save Electromagnetic induction produces... EXPAND
Extensible effects: an alternative to monad transformers A WATCH TOPIC

Oleg Kiselyov, Amr Sabry, Cameron Swords * Haskell - 2013

We design and implement a library that solves the long-standing problem of combining effects without imposing
restrictions on their interactions (such as static ordering). Effects arise from... (More) 50 Related topics

Electrical Engineering
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Google Scholar

Articles

Date indifférente
Depuis 2018

Depuis 2017

Depuis 2014
Période spécifique...

Trier par pertinence
Trier par date

Toutes les langues

Rechercher les pages
en Frangais

v inclure les brevets
v/ inclure les citations

Créer l'alerte

toponym disambiguation in information retrieval n

Place name : Resolution

etrieval n

Conseil : Recherchez des résultats uniguement en Frangais. Vous pouvez indiquer votre langue de recherche sur'h eS | S

Toponym disambiguation in information retrieval
D Buscaldi - 2010 - riunet.upv.es

In recent years, geography has acquired a great importance in the context of Information
Retrieval (IR) and, in general, of the automated processing of information in text. Mobile
devices that are able to surf the web and at the same time inform about their position are ...

yv YY Cité 12 fois Autres articles Les 17 versions 99

Geographical information retrieval
CB Jones, RS Purves - Encyclopedia of Database Systems, 2009 - Springer

... Synonyms Place names; Toponyms; Knowledge organization sys- tems; Ontologies ... PostGIS
Geographic Information System relies upon the PostgreSQL GiST implementation for its spatial ...
GiST-based indexes have been used for applications in image retrieval, astronomy data ...

¢ YY Cité 198 fois Autres articles Les 12 versions

Approaches to disambiguating toponyms
D Buscaldi - Sigspatial Special, 2011 - dl.acm.org

... In [6], the objective was to disambiguate toponyms in a local Italian newspa- per, where the
granularity of toponyms was intended to be at the level of street ... However, there is still room for
further work: toponym disambiguation may be used to tag ambiguous toponyms in Web ...

sv YY Cité 46 fois Autres articles Les 14 versions

A conceptual density-based approach for the disambiguation of toponyms
D Buscaldi, P Rosso - ... Journal of Geographical Information Science, 2008 - Taylor & Francis

... 7. Conclusions and future work Toponym disambiguation is an open problem in GIR ... The obtained

results expose the limits of both WordNet as a resource for the disambiguation of toponyms and
of GeoSemCor as a resource for the testing of disambiguation methods ...

v YY Cité 89 fois Autres articles Les 5 versions

it en Frangais. Vous pouvez indiquer votre langue de recherche sur

ase Systems, 2009 - Springer
gazetteers must support multiple names and, ideally ...

yerspective into how regulation takes place, in
ebi.ac.uk/ microarray-as/aer/ GEO http://lwww ...

|2 versions

2gions for spatial information retrieval
>e on Spatial Information ..., 2003 - Springer

imations of place name regions ... coordinates, there
)-referenced through place names ... important aspects
tic Web are the resolution of indi ...

versions

and spatial browsing
n [papers presented at ..., 1996 - ideals.illinois.edu

aphic Information Re- trieval (GIR) in the context ...
1dexing and retrieval methods appropriate ... commonly
Head- ings and Name Authorities as ...

) versions 99

Name resolution in a directory database




given topic is just a part of the problem

*\Which works are the most important?
e\Which works are the most innovative?

Not only Information e\Who are the leading experts for a given topic?

Retrieval *\What are the emerging topics in a research
domain?

*\Which methods have been applied to a
particular task?

Dedicated search engines currently

offer only a partial solution
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universiie PARTS\ 13
Scientific Knowledge Graphs: an example

Mining textual contents of research papers for build a SKG that represent the underlying knowledge

Data generation

\not limit

Date‘a.generatiqn IS|NO ‘Ionger the .Iimiting.factor in qdvancing ‘biological research. In biological research
addition, data integration, analysis, and interpretation have become key bottlenecks and

challenges that biologists conducting genomic research face daily. To enable biologists

to derive testzb]e_bypaihejes from the increasi of genomic data, we have

developed the VirtualPlant |software platform.‘\ﬁrtualPlant \enables scienti visualize,
integrate, and analyze|genomic data|from a systems biology perspective.‘VirtualPlant
integrates genome-wide data concerning|the known and predicted relationships among VirtualPlant

genes, proteins, anq molecules, [as well as genome-scale experimental measurements. / _ _ w
VirtualPlantalso provides visualization techniques thaf render|multivariate information|in visualize

visual formats that facilitate the extraction of biological concepts. Importantly, VirtualPlant
helps biologists who are not trained in computer ...

genomic data multivariate information

concern concern

concern

genes molecules

proteins



Our proposed architecture E

* Formally, givenasetof D={d,, ..., d } scientific documents, we build
a modely: D = T, where T is a set of triples (s, p, 0)
* s and o belong to a set of entities E and p belongs to a set of relation labels L

* Our framework includes the following steps:
e 1. Extraction of entities and triples, combining various tools
» 2. Entity refining, in which the resulting entities are merged

* 3. Triple refining, in which the triples extracted by the different tools are
merged together and the relations are mapped to a common vocabulary

* 4, Triple selection, in which we select the set of «trusted» triples that will be
included in the final output
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Scientific Texts

1

ImE

|

Sentences
splitter

Sentences

.

>

Extractor

CSO

Mining Scholarly Data for Scientific Knowledge Graph Construction

i Stanford Core vem triples

System Overview

PoS Tagger
A A
Extractor Framework CSO entities
triples
o Entities Manager Predicates
Framework  Extractor Taxonomy
Framework . o
entities & Entities Relations Entities el
triples ' : > e et ‘b7
Refiner Merger L bl
CSO
. o o @ Triples
classifier ~ entites “— l P
>
Extractor F rk :
e | | csoentites © Best Relation
© Finder
| Stanford Core S
OpenlE OpenlE triples 2 l Triples
O
©
O Mapper «
Y
lTriples
CSO Triples . Triples Triples
Integrator Selector
= Scientific

> G\Q,Q Knowledge
O 6 Graph
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g Stanford Core vertriples

Entity + Triple Extraction
Extractor Framework tt CSO entities
triples
A Extractor Framework: neural model [Luan Yi et al.] based on SemEval-
Framework 2018 task 7 winner system
He 1 « Six types of entities (Task, Method, Metric, Material, General Scientific,
- B Other)
classifier  entities _ . _
» Seven types of relations (Compare, Part-of, Conjunction, Evaluate-for,
Extractor Frarnevygd& SO entities i i i
entities | | Feature-of, Used-for, Hyponym-Of)
, Stanford Core * Problem: precise but the coverage is limited
OpenIE OpenlE triple

Examples of entities: Compensated by including more extractors into the process:

Semantic Web

knowledge acquisition method
theoretical learning

ODESeW

* OpenlE (Stanford Core NLP) extracts open-domain relationships
between any noun phrase

« CSO Classifier is a keyword extractor for classifying research papers
in the CS domain
« CSO is paired with the Stanford NLP POS tagger to extract verbs
between two keywords extracted by CSO Classifier

Examples of extracted relations:

ODESeW, develop, ontology-base portals (OpenlE)
Semantic e-Learning, enable, intelligent operations (OpenlE)
theoretical learning, used-for, learning processes (Deep Learning Extractor)
machine readable information, part-of, Semantic Web (Deep Learning Extractor)
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Neural Relation Extractor

USAGE
I Luan Yi, UW (2018)
Relation Classification Layer | Concept Selection Layer
Pre-trained
i Concept
Embeddings

Forward Deperidency Layer \ | used | <«—»| train | < X
A
Backward Dependency Layer training| < > used
| (

Sequential LSTM Layel |«—[ J<«—[ ] -« s g [ B |i]<—>|£|<—>|__'| «—

| T r T 1

Token Layer T T _T_ T T
Unsupervised training IS <«—> used +++<«—» train ... phone n-gram model +—>*

nsubjpass xcomp dobj




oniversie PAR TS\ 13 Mining Scholarly Data for Scientific Knowledge Graph Construction

Openlkt

vmod
prep_in dObJ prep-in
dez:mod nsub [ nn \ vmod dobj nsub) [ -
/ H / \ - [
Born in a small town, she took the mldmght train gomg anywhere. she Born 1n a small town
(input) (extracted clause)

she took the midnight train going anywhere she took the midnight train she Born in small town
Born in a small town, she took the midnight train  she took midnight train she Born in a town
Born in a town, she took the midnight train e she Born in town

(she; born 1n; small town)

(she; took; midnight train) (she; born in; town)

https://nlp.stanford.edu/software/openie.html



https://nlp.stanford.edu/software/openie.html

CS Ontology

https://cso.kmi.open.ac.uk/home

computer science @

information retrieval o

U M n:,ual uiviiviial y
conditional random field @
cross-language information ret... @

document clustering @

o feature location

© 9geospatial information

image retrieval @

information dissemination g

information extraction @

© information integration

information retrieval systems @
information storage and retrie... @
music information retrieval @
named entities @
question answering @
recommender systems @

© relevance models
text processing @

vector space models @

© document similarity

© document representation

© Xml retrieval

© training documents

O text document

O term weighting

@ retrieval performance

@ online searching

© information filtering

© information extraction systems
O hypertext

@ handwritten texts

© document representation
© document classification

© document categorization



https://cso.kmi.open.ac.uk/home
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CSO Classifier

Word Embeddings Computer Science
Model Ontology

Paper #1
U |
' R '
= . |Syntactic Module | L ___ 1l :__> Post-processing | . _
| : : , Machine Learning
" |i)yn- 7 gl bination of |
Paper #2 .| i) n-grams | i) combina .
ez : ii) concept similarity ' . ¥ output : Semantic Web
= , Semantic Module ii) semantic | » Ontologies
=i | _ . . enhancement |
. ) entity extraction | World Wide Web
| ii) concept identification N :
| iii) concept ranking : Artificial
== | iv) concept selection . pe \ :
= CSO Classifier Intelligence
I

https://cso.kmi.open.ac.uk/classify/



https://cso.kmi.open.ac.uk/classify/
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Entity Refining and Merging

Entities Manager
 Two or more entities may refer to the same concept for various

Entities Relations Entities

: > reasons
Refiner Merger

THiples * Refining:
* Acronym detection, punctuation and spaces, lemmatization...
* Removing “generic” entities based on domain frequency
* Splitting long entities (if “and” present

 Merge similar meanings (word embeddings) and synonyms (CSO
Ontology)

* |f the cosine similarity is over a given threshold (0.85) the two

Example of entity merging: entities are mapped on the same one

knowledge acquisition method \/ knowledge acquisition method
knowledge acquisition approach



Predicates

universiE PARTS\ 13 Taxonomy

lTriples

e
)
@) .
© Best Relation
- .
© Finder
=
8 l Triples
O
©
o) Mapper A
'
lTriples

semantic web, combine, markup language combine
semantic web, analyze, markup language  analyze
semantic web, extend, markup language extend
semantic web, combine, markup language combine
semantic web, use, markup language use

semantic web, analyze, markup language  analyze

W =AvVG(wi, w2, w3, wi, w4, w2)
If w1 is the nearest to W the chosen relation will be:
semantic web, combine, markup language

Mining Scholarly Data for Scientific Knowledge Graph Construction

Triples Normalization and Merging

 The same relation may be expressed by different triples
depending on the verb connecting the entities

* A predicates taxonomy has been built using word embeddings on
the Microsoft Academic Graph and hierarchical clustering, for all

possible relation labels

— w2

7 w3 . Every relation is associated with the
corresponding word embedding of the verb

— wi expressing the relation

— w4 . The relation with the word embeddings nearest to
the average of all word embeddings is chosen as

— w2 the most representative relation
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Triples Selection and Enrichment

lTripIes
CSO Triples . Triples Triples
Integrator Selector
.
O _ scientific * All triples coming from the Neural Extractor and OpenlE after
> °~QQ Knowledge
Q@ @ Craph the normalization and merging phases are kept

* Triples coming from CSO + « linking » verbs are kept only if

their support is large enough (at least seen in 10 documents)

e (CSO Triples Integrator: it includes some triples derived with limited inference on CSO:
 given atriple (el, r, e2), if in CSO the entity e3 is superTopicOf of el, we also infer the triple
(e3, r, e2).
 Forinstance, given the triple («NLP systems», «use», «Dbpedia»)
* |If hyp(«Semantic Web Technologies», «Dbpedia»), then we can infer the triple («NLP
systems», «use», «Semantic Web Technologies»)
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Experiments

e 26,827 abstracts about the Semantic Web domain from
Microsoft Academic Graph

* The resulting knowledge graph contains 109,105 triples
87,030 from the Extractor Framework (TEF)
8,060 from OpenlE (TOIE)
14, 015 from the CSO + linking verbs method (TPoS).




Mining Scholarly Data for Scientific Knowledge Graph Construction

universiTe PAR 8&3

Example of extracted triples

semantic web extends WWW
semantic web supports information integration
semantic web relies on ontology
ontology provides semantics
ontology represents domain knowledge
RDF is data model
SPARQL is query language
OWL IS ontology language
OWL employs open world assumption
W3C recommends ontology
Protégeé is ontology editor
Protégeé creates OWL ontology
semantic web services extends web services
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Examples of extracted sub-graphs

heavywe antology
sema ab tool enac ng
natural Ian technique

uses skos:broader/is/hyponym-of

uses instance aluation

skos:broader/is/hyponym-of

udls ontolo.uatuon

skos:broader/is agponym=of skos.broader/is/hyponym-of

RESESoroade/jisfFyponym-of ontology {pgingering task
uses

skos:broadzr/is/hypo=yin-of

| . . uses uses
ontolog truction ckos:broauer/is/hyponym-of

skos:broader/is/hyponym-of

protottology
"N icludes

uses

ontolction
includes
0 5S
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Fvaluation

* We built a Gold Standard composed of 818 triples
* 401 triples from the Neural Extractor
* 102 from Stanford Open |E
* 170 triples from the CSO + linking verbs method
* 212 randomly selected triples that were discarded by the framework pipeline.

* Five experts in the field of Semantic Web annotated the triples as correct (that is, if they make
sense when compared with their knowledge on the subject) or not.
* The agreement between experts was 0.747 £ 0.036
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Fvaluation
Approach Precision Recall F-Score
Neural Extractor 0,72 0,55 0,62
OpenlE 0,65 0,13 0,21
CSO + linking verbs 0,73 0,24 0,36
Neural + OpenlE 0,70 0,66 0,68
Full Pipeline 0,70 0,81 0,75
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Conclusions

Trivial knowledge (high-level entities with general relations) either:
Does not appear (so trivial that it is not necessary to include into the paper)

Appears too often (outweigh all other relationships)

In any case most (useful) relations appear only once

Need to introduce a confidence weight over the knowledge when we extract it
Is the sentence complex or simple?
Is the paragraph in the introduction/conclusions?

Some parameters may be specific to the considered domain

Need more experiments!
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