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Overview Named-Entity Recognition

Lexical : GloVe (Pennington 2014)

Morphological : charBiLSTM (Lample 2016)

ELMo[0] = charCNN from ELMo

Contextual : ELMo (Peters 2018) - charCNN word representation
- Word-level BiLSTM LM
- Fusion by weighted sum of layers

Flair (Akbik 2018) - Char-level BiLSTM LM
- Concatenation of 1st and last character states

BERT (Devlin 2019) - Subword-level Transformer LM
- Feature-based BERTLARGE : LM is frozen

Explored Word RepresentationsLexical Overlap
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Results

Lexical overlap of test mentions with training mentions in-domain and out-of-domain
when training on CoNLL03 and testing on OntoNotes or WNUT with remapped entity tags.

Language Model pretraining enables to compute contextual word representations
intuitively useful for generalization, especially in Named-Entity Recognition where it is
crucial to detect mentions never seen during training.

However, English NER benchmarks overestimate the importance of lexical over contextual
features because of an unrealistic lexical overlap between train and test mentions.

We perform an empirical analysis of the generalization capabilities of state-of-the-art
contextualzed word embeddings by separating mentions by novelty and with out-of-
domain evaluation from CoNLL03 to OntoNotes and WNUT.

In such setting, we show that Language Model contextualization is particularly beneficial
for unseen mentions detection, especially out-of-domain.
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Lexical overlap bias F1EXACT > F1PARTIAL > F1NEW with a wider gap out-of-domain

ELMo vs BERT vs Flair ELMo seems more stable
Flair’s char-level LM is less robust to domain adaptation

ELMo[0] vs GloVe + char ELMo[0] already is an improvement over GloVe + charBiLSTM

Two contextualizations CNER supervised with NER   =  Map-CRF to BiLSTM-CRF 
CLM from unsupervised LM = ELMo[0] to ELMo

Both improve generalization to unseen mentions in and out-of-domain
CLM is more beneficial than CNER out-of-domain, especially on genres far from source
CNER and CLM are complementary except in the difficult domain adaptation to WNUT*


