Contextualized Embeddings in Named-Entity Recognition: o

An Empirical Study on Generalization "\

| BNP PARIBAS

SORBONNE
b UNIVERSITE
Bruno Taillé 1'%, Vincent Guigue Zand Patrick Gallinari 2 . )

1 BNP Paribas 2 Sorbonne Université, CNRS, LIP6 I!p Mu
bruno.taille@lip6.fr

Overview Named-Entity Recognition

Language Model pretraining enables to compute contextual word representations -
intuitively useful for generalization, especially in Named-Entity Recognition where it is CRF Layer -
crucial to detect mentions never seen during training.
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However, English NER benchmarks overestimate the importance of lexical over contextual
features because of an unrealistic lexical overlap between train and test mentions. BILSTW

encoder
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We perform an empirical analysis of the generalization capabilities of state-of-the-art
contextualzed word embeddings by separating mentions by novelty and with out-of-

domain evaluation from CoNLLO3 to OntoNotes and WNUT. . { . {
In such setting, we show that Language Model contextualization is particularly beneficial

for unseen mentions detection, especially out-of-domain. BiLSTM-CRF Map-CRF

Lexical Overlap Explored Word Representations
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Lexical : GloVe (Pennington 2014)

CONLLO3 52% 20%
Morphological : charBiLSTM (Lample 2016)
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ONTONOTES 1% ELMo[0] = charCNN from ELMo
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CONLLO3 _
Contextual : ELMo (Peters 2018) - charCNN word representation
WNUT* o - Word-level B.|LSTM LM
- Fusion by weighted sum of layers

WNUT* / 7% 15% 78% i ' i
CONLLO3 0 0 0 Flair (Akbik 2018) - Char-level BiLSTM LM

- Concatenation of 1st and last character states

Lexical overlap of test mentions with training mentions in-domain and out-of-domain

when training on CoNLLO3 and testing on OntoNotes or WNUT with remapped entity tags. BERT (Devlin 2019) - Subword-level Transformer LM
- Feature-based BERT jpge: LM is frozen

Results
Table 2. In-domain micro-F1 scores of the BiLSTM-CRF architecture on CoNLLO3 and Lexical overlap bias Flexacr> Flparmial > Flnew With @ wider gap out-of-domain
OntoNotes™. Results are averaged over 5 runs. Contextual embeddings are over the dashed line.
ELMo vs BERT vs Flair ELMo seems more stable
CoNLLO3 OntoNotes* WNUT* Flair’s char-level LM is less robust to domain adaptation
Embedding ~ Dim EM PM New All EM PM New All PM New All ELMo[0] vs GloVe + char  ELMo[0] already is an improvement over GloVe + charBiLSTM
BERT 4096 95.7 88.8 82.2 90.5 96.9 88.6 81.1 93.5 77.0 53.9 57.0
ELMo 1024959 892 658 L8 97.1 880 /9.9 934 67.7 49.5 52.] Two contextualizations  Cygq supervised with NER = Map-CRF to BiLSTM-CRF
Flar ¢ 4096 954 88.1 83.5 90.6  96.7 858 75.0 92.1  64.9 43.2 50.4 C,,, from unsupervised LM = ELMo[0] to ELMo
ELMo|[0] 1024  95.8 &7.2 83.5 90.7 96.9 859 755 924 72.8 454 49.1
GloVe + char 350 953 855 83.1 89.9 963 833 69.9 91.0  63.2 33.4 38.0 Both improve generalization to unseen mentions in and out-of-domain
GloVe 300 951 853 811 293 962 829 63.8 904 501 281 320 C, v is more beneficial than Cy; out-of-domain, especially on genres far from source
' ' ' ' ' ' ' ' ' ' ' Cyer @and C,,, are complementary except in the difficult domain adaptation to WNUT*
Table 3. Micro-F1 scores of models trained on CoNLLO3 and tested in-domain and out-of- Table 4. Per-genre micro-F1 scores of the BILSTM-CRF model trained on CoNLLO3 and tested
domain on OntoNotes™ and WNUT™". Results are averaged over 5 runs. on OntoNotes™ (broadcast conversation, broadcast news, news wire, magazine, telephone conver-
sation and web text). C'r, ar mostly benefits genres furthest from the news source domain.
CoNLLO03 OntoNotes™ WNUT"
bc bn nw mz tc wb All
Emb EM PM New All EM PM New All EM PM New All
BERT 872 884 847 824 845 795 85.0
BERT 95.7 88.8 82.2 90.5 95.1 82.9 73.5 835.0 574 56.3 324 37.6 BT M 90 886 829 781 840 799 934
% ELMo 95.9 89.2 85.8 91.8 943 79.2 72.4 83.4 55.8 52.7 36.5 41.0 . <0 190 %64 80.4 11 735 721 790
% Flair 054 88.1 835 90.6 940 76.1 621 79.0 562 49.4 29.1 34.9 EETZ e e s e g 9 e g%
5‘1 ELMo|[0] 95.8 &87.2 83.5 90.7 93.6 76.8 66.1 80.5 52.3 50.8 32.6 37.6 G; VO[ ]h 204 863 77'0 07 797 €92 719
= G+char 953 855 831 899 939 739 604 779 559 468 19.6 272 oveTchar oV ' ' | ' | '
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